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About me

• Worked in the EPPI-Centre, UCL for a long 
time

• Systematic reviews – mostly for Department 
of Health & Social Care / PHE

• Addressing questions beyond effectiveness

• Long-standing area of work in making the 
review process more efficient using new 
technologies



Outline

‒ This session
‒ Introduction to automation / machine learning / AI in systematic reviews

‒ Next session
‒ Tools and how to evaluate them

‒ Session three
‒ Using and evaluating tools

‒ Session four
‒ Feedback and discussion

‒ Slides and links to resources:
‒ https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3677
‒ Search for EPPI Centre website

https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3677


In this session



Systematic review priorities

Systematic reviews are often used to inform decisions that 
affect people’s lives

Systematic reviewers favour accuracy over efficiency

Highly sensitive searches are required to avoid selection bias

Highly accurate quality assurance processes are required to 
avoid human error



Impact of these 
priorities

• An inefficient, resource-intensive 
process has evolved that produces 
reliable, but expensive and time 
consuming, reviews

• We cannot keep pace with the deluge 
of new research being published

• E.g. in the Cochrane Reviews published 
March 2014, > 163k citations were 
screened; 6,599 full text reports were 
read; and 703 studies were included

• That’s about 2 million records per year



This means

• Only a fraction of available 
studies are included in 
systematic reviews

• Systematic reviews do not 
cover all questions/ domains 
comprehensively

• We don’t even know when 
systematic reviews *need* to 
be updated



Four machine learning / 
automation paradigms

‒ Rules-based approaches

‒ (strictly speaking, not machine learning)

‒ Unsupervised approaches

‒ Supervised approaches

‒ Generative approaches (‘Gen AI’)

‒ Covering in terms of technology not purpose, 
so we can consider their strengths and 
weaknesses more easily



Rules-based 
approaches

For example

Look up a 
simple set of 

words

Use of 
synonyms

If a given 
phrase is 

present, apply 
a given code

Many citation 
duplicate-
checking 

algorithms

As you might guess… a set of 
rules is constructed by humans 

and given to the machine



Rules can 
be 
accurate… 
but fragile

If you stick within the rules, 
you get the anticipated 
results

If you stray outside – even a 
little bit – the rule can fail 
altogether

No grey area – it works, or 
completely fails



Rules are not fashionable!



Rules-based approaches

Designing and 
running a 

search strategy

Running an 
automatic 

deduplication 
algorithm

Polyglot search 
translator



Unsupervised 
approaches

‒ The machine is given no rules…

‒ And simply identifies patterns in the 
data

‒ E.g.

‒ Relationships between words

‒ Clustering documents



• Unsupervised approaches can help you 

explore patterns in your data

• Attractive visualisations are possible



Unsupervised approaches

‘Mapping’ characteristics of 
research automatically

Identifying key terms from 
text data





Unsupervised 
approaches 
lack control

Very powerful – can reveal 
relationships in the data which 
are not necessarily obvious

Very efficient – data often need 
no preparation

But… you don’t get to tell the 
machine which classifications 
to make



Supervised 
approaches

Humans prepare ‘training’ data – 
containing data + labels which 
describe the desired classification

For example

Image 
recognition

Text 
classification



‒ Image classification
‒ Machines can be very 

good at this



But can also 
be easily 
confused…

• https://www.freecodec
amp.org/news/chihuahu
a-or-muffin-my-search-
for-the-best-computer-
vision-api-
cbda4d6b425d/



Despite this, supervised machine learning can be 
used e.g. to ‘learn’ to recognise particular 
research studies This approach has many advantages over 

rules-based approaches:

• Data can be generated much more 

efficiently – we don’t need to create 

detailed rules

• Data generated for other purposes can 

be reused

• The machine learning makes use of 

ALL the information in the abstract

• This helps the model to generalise 

better than rule-based approaches

• But can be a drawback…



This means that:

• ALL of the text in the document can be 

used to ‘learn’ the classifications

• This increases the model’s resilience to 

minor variations in wording that would 

break a rules-based system

• The disadvantage is that if you wanted 

to classify e.g. smoking cessation 

among young people, you’d need to 

ensure that the training data also 

covered young people – or performance 

would drop



Good 
supervision 
is 
required…

Very dependent on quality 
and coverage of training 
data

Performance very 
dependent on context

For example…



Study 
classification 
is a powerful 
tool

But very dependent on quality and 
coverage of training data

Performance dependent on 
context (e.g. Cochrane RCT 
classifier no good for education 
RCTs)

Creating high-quality training data 
can be expensive



Example of study 
classification: 
RCT Classifier

• A classifier was built using more than 
280,000 records from Cochrane Crowd

• It is ‘simply’ applying single classification 
(RCT / not RCT)

• It has been calibrated to achieve a recall = 
99% on the McMaster ‘Hedges’ dataset

oCalibration = ranking the ‘test’ dataset 
by score

oBUT precision is low

• It is very accurate!

oBut not all supervised learning can be 
so accurate, as lots of high-quality 
training data are needed



Priority screening
• Has received most R&D attention

• Diverse evidence base; difficult to 
compare evaluations

• ‘semi-automated’ approaches are 
the most common

• Possible reductions in workload in 
excess of 30% (and up to 97%)

Summary of conclusions

• Screening prioritisation

= Safe to use

• Machine as a ‘second screener’

= Use with care

• Automatic study exclusion

= Highly promising in many areas, 
but performance varies depending 
on the domain of literature being 
screened

A validated stopping algorithm is needed to make best use of this technology



Does it work? e.g. reviews from Cochrane 
Heart Group

BUT when is it safe to stop..?



Continuous update of reviews in EPPI-
Reviewer
Maintains a ‘surveillance’ of the literature as 

it emerges to maintain reviews up to date
Papers included in 

systematic reviews 

in EPPI-Reviewer

Machine learning models ‘learn’ the scope 

of each review based on included studies

New papers are 

automatically added 

to reviews when 

adjudged to be 

sufficiently ‘close’

New papers arrive 

every month

Review 1

Review 2

Review 3

Possibility of bespoke 

automation in each 

review



For example… full workflow in our 
map of COVID-19 research

Genetics / 

Biology

Transmission / 

Risk / Prevalence

Social / Economic 

/ Indirect Impacts

Diagnosis

Treatment 

Evaluation

Case Study - 

Organisation

Case Reports 

(Patients)

Treatment 

Development

Mental Health 

Impacts

Vaccine 

Development

Long COVID

Can’t tell

Human judgement required 

when machine is ‘unsure’

From our initial purely manual workflow, we have now 

moved to a position where almost all of the work is 

carried out by automation tools and technologies



Supervised approaches

Using pre-built machine 
learning classifiers (e.g. 

RCT Classifier)

Building bespoke 
machine learning 

classifiers

Using ‘priority screening’ 
to rank, and re-rank, 
records for screening

Using pre-built machine 
learning algorithms to 

assess risk of bias



old hat? Slang = Old-fashioned or out-of-date

This Photo by Unknown Author is licensed under 

CC BY

https://scherlund.blogspot.com/2015/06/the-emerging-science-of-human.html
https://creativecommons.org/licenses/by/3.0/


New approaches: 
more contextually 
‘aware’ classification

‒ The theory:

‒ When a human reads, they read in the light of 
their pre-existing knowledge

‒ The previous examples do not do that

‒ Is it possible to address this using machine 
learning?

‒ Word embeddings

‒ E.g. Word2Vec

‒ Transformer models

‒ E.g. BERT (Bidirectional Encoder 
Representations from Transformers)

‒ LARGE ‘generative’ language models

‒ Key to bear in mind: these are all (sophisticated) 
statistical representations of words / phrases that 
tend to ‘go together’



Generative approaches

ChatGPT (or other LLM 
chatbot)

LLM-based database 
querying and summarisation

LLM-based information 
extraction



Explosion of 
work on 

generative AI
• There are numerous tools being 

developed using Generative 
LLMs (‘Gen AI’)

• Articles have started to be 
published that report testing out 
Gen AI in systematic reviews (& 
expect exponential growth)

• So far there is lots of potential, 
but no validated tools

• There is an urgent need for 
robust evaluation to inform 
deployment and future 
development of these tools

This Photo by Unknown Author is licensed under 

CC BY

https://scherlund.blogspot.com/2015/06/the-emerging-science-of-human.html
https://creativecommons.org/licenses/by/3.0/


‒ As an experiment, we mapped the literature on AI and equity – using AI
‒ 26,000 records identified through conventional searches
‒ 6,228 records included in the map
‒ GPT4 used for screening and mapping
‒ Took a few days to screen & code
‒ Cost £800 in OpenAI API fees

‒ Evaluation found:
‒ Sensitivity 95%; specificity 100% (screening)
‒ Classification of records: 86% no errors; 12% minor errors; 2% major 

errors



In summary

Rule-based Unsupervised Supervised Generative

• Not fashionable

• Potentially powerful

• Very demanding in time

• Rules can be fragile

• Very little time effort 

required to create rules or 

training data

• No control over 

classifications

• Can utilise lots of training 

data which can be 

generated efficiently

• Makes use of data created 

for other purposes

• Does not break as easily 

as rule-based approaches

• Can predict specific 

classification terms (unlike 

unsupervised)

• Considered current ‘state 

of the art’

• Huge research focus

• Sometimes beats simpler 

models (though 

sometimes only 

marginally)

• Concerns about bias and 

other negative outcomes



Time for a break…



AI Tools and how to evaluate 
them



Example 
presentation

https://www.youtube.com/watch?v=sPiOP
_CB54A

https://www.youtube.com/watch?v=sPiOP_CB54A
https://www.youtube.com/watch?v=sPiOP_CB54A


So… 
what 

did you 
think?

Can we all just go and use 
Gemini now and forget 
about how we ‘used’ to do 
systematic reviews?

What else might we want to 
know?



Important 
questions 
to ask of 
any 
machine 
learning 
system

‒ Where did the data come from?

‒ Are the data biased in some way?

‒ For supervised approaches:

‒ Were there sufficient training data to build 
robust models?

‒ How similar are the training data to my use 
scenario?

‒ Was the evaluation internally valid?

‒ For all approaches:

‒ How can I tell if the tool is fit for my 
purpose?



Starting points

Decisions that affect people’s lives should be informed by reliable 
research

Individual research studies can 
be atypical; we need to draw on 
the sum of current knowledge

Therefore we use evidence synthesis

Evidence syntheses can be 
unreliable for two reasons:

They have been conducted badly

The research they contain is unreliable



Critical 
questions 

to ask when 
considering 
using a new 

tool for 
evidence 

synthesis

Does it enable me to 
draw on the sum of 
current knowledge?

Or does it 
present an 
incomplete or 
biased 
picture?

Does it enable me to 
distinguish between 
reliable and 
unreliable research?

Or does it 
treat all 
research as 
equally 
reliable?

Is the tool itself 
reliable?

Do we know 
how it works? 
Is it validated 
for my use 
case?



First example… workflow in our
map of COVID-19 research

Genetics / 

Biology

Transmission / 

Risk / Prevalence

Social / Economic 

/ Indirect Impacts

Diagnosis

Treatment 

Evaluation

Case Study - 

Organisation

Case Reports 

(Patients)

Treatment 

Development

Mental Health 

Impacts

Vaccine 

Development

Long COVID

Can’t tell

Human judgement required 

when machine is ‘unsure’

From our initial purely manual workflow, we have now 

moved to a position where almost all of the work is 

carried out by automation tools and technologies



Does it enable me to draw on the sum 

of current knowledge?

Does it enable me to distinguish 

between reliable and unreliable 

research?



Why is this trustworthy?

Not too far from ‘traditional’ methods

Its dataset has been validated as being sufficiently 
comprehensive for this task

It uses machine learning, but in ‘standard’ ways: training data are 
used to build a model and a transformer language model is used, 
but not in a ‘generative’ way



But…

‒ Training data was needed

‒ The digital evidence synthesis 
tools were partly developed for 
the project

‒ The evidence synthesis team 
had technical development 
team working with them

‒ What about more generic and 
less tailored tools?





Does it enable me to draw on the sum 

of current knowledge?

Does it enable me to distinguish 

between reliable and unreliable 

research?





Does it enable me to draw on the sum 

of current knowledge?

Does it enable me to distinguish 

between reliable and unreliable 

research?





Does it enable me to draw on the sum 

of current knowledge?

Does it enable me to distinguish 

between reliable and unreliable 

research?



‒ Apparently Elicit can be 
used in ‘high accuracy 
mode’ for systematic 
reviews and meta-analyses

‒ Apparently the error rate is 
reduced by 8% compared 
with… something else

‒ Elicit is not alone in 
providing LLM-based tools 
with no evaluations to 
support their use

‒ This is becoming the 
industry norm



Does it enable me to draw on the sum 

of current knowledge?

Does it enable me to distinguish 

between reliable and unreliable 

research?



Data 
(information) 
extraction

‒ Earlier language models lacked 
precision & limited context 
‘window’

‒ Newer models have larger 
windows and offer impressive 
early results

‒ E.g. Claude2, published by 
Anthropic









Technologies behind the tools

Is a language model,

not a database

Not comprehensive; not up to date; 

unsuitable for answering questions using 

research evidence

Elicit, EPPI Reviewer,…

+
Database + language model +

machine learning (‘RAG’)

Could be comprehensive (evaluation 

needed); summary tools do not (yet) take 

account of study size / reliability

ConnectedPapers

A database building on Open

Access data

Could be comprehensive and up to date 

(evaluation needed); more work required by 

user for synthesis

Claude 2 / ChatGPT

Using a large language model for

information (data) extraction

Constraining LLM to ‘look’ only at the 

document looks promising. Key is to limit 

possibility for ‘hallucinations’. (More 

research needed)



Critical points for 
internally valid evaluation

• Training and evaluation data must 
be as similar as possible to the 
data that the tool will be used on

• Evaluation data must never be 
used for training

• This includes developing 
‘prompts’ for LLMs

• Always check that a tool works in 
the specific review context that 
you intend to use it for



Now it’s your 
turn!

To try a tool (and evaluate it)



Ideas…

1. Try out a prebuilt classifier:

a. RCT Classifier

b. Systematic reviews

c. Economic evaluations

2. RobotReviewer for assessing Risk of Bias of RCTs

3. Compare the performance of RobotReviewer with ChatGPT for extracting PICO and / or 
Risk of Bias information

4. Try using GPT-4 for classifying studies (on the web or via EPPI Reviewer)

5. Try using ChatGPT for data extraction

6. Try another tool of your choice…

See the resources on the website for links and further tools



Time for a break…



Questions and 
discussion



Summing up

• Most evidence synthesis still uses almost entirely 
manual processes

• Machine learning is only used in some

• While many tools are promising there are barriers 
to implementation for some tools

• There are some great tools that are ready for use

• The promise of GenAI is currently only a promise

• We need lots of rigorous evaluation before we can 
see the promise realised



Thank you

James Thomas

INSTITUTE OF EDUCATION

EPPI-Centre
Social Science Research Unit
Institute of Education
University of London
18 Woburn Square
London WC1H 0NR

Tel +44 (0)20 7612 6397
Fax +44 (0)20 7612 6400
Email eppi@ioe.ac.uk
Web eppi.ioe.ac.uk/

EPPI-Centre website: http://eppi.ioe.ac.uk

Email 

james.thomas@ucl.ac.uk

Twitter

James_M_Thomas

http://eppi.ioe.ac.uk/
mailto:james.thomas@ucl.ac.uk

	Welcome to UCL
	Slide 1
	Slide 2: About me
	Slide 3: Outline
	Slide 4: In this session

	The use case: systematic reviews
	Slide 5: Systematic review priorities
	Slide 6: Impact of these priorities
	Slide 7: This means

	Conventional approaches
	Slide 8: Four machine learning / automation paradigms
	Slide 9: Rules-based approaches
	Slide 10: Rules can be accurate… but fragile
	Slide 11: Rules are not fashionable!
	Slide 12: Rules-based approaches
	Slide 13: Unsupervised approaches
	Slide 14
	Slide 15: Unsupervised approaches
	Slide 16
	Slide 17: Unsupervised approaches lack control
	Slide 18: Supervised approaches
	Slide 19
	Slide 20: But can also be easily confused…
	Slide 21: Despite this, supervised machine learning can be used e.g. to ‘learn’ to recognise particular research studies
	Slide 22
	Slide 23: Good supervision is required…
	Slide 24: Study classification is a powerful tool
	Slide 25
	Slide 26: Priority screening
	Slide 27
	Slide 28: Continuous update of reviews in EPPI-Reviewer
	Slide 29: For example… full workflow in our map of COVID-19 research
	Slide 30: Supervised approaches
	Slide 31
	Slide 32: New approaches: more contextually ‘aware’ classification
	Slide 33: Generative approaches
	Slide 34: Explosion of work on generative AI
	Slide 35
	Slide 36: In summary
	Slide 37: Time for a break…

	Tools
	Slide 38: AI Tools and how to evaluate them
	Slide 39: Example presentation
	Slide 40: So… what did you think?
	Slide 41: Important questions to ask of any machine learning system
	Slide 42: Starting points
	Slide 43: Critical questions to ask when considering using a new tool for evidence synthesis
	Slide 44: First example… workflow in our map of COVID-19 research
	Slide 45
	Slide 46: Why is this trustworthy?
	Slide 47: But…
	Slide 48
	Slide 49
	Slide 50
	Slide 51
	Slide 52
	Slide 53
	Slide 54
	Slide 55
	Slide 56: Data (information) extraction
	Slide 57
	Slide 58
	Slide 59
	Slide 60: Technologies behind the tools
	Slide 61: Critical points for internally valid evaluation
	Slide 62: Now it’s your turn!
	Slide 63: Ideas…
	Slide 64: Time for a break…

	Conclusion
	Slide 65: Questions and discussion
	Slide 66: Summing up

	Closing slide
	Slide 67


