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• Long-standing area of work in 
making the review process more 
efficient using new technologies
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Evidence synthesis priorities

Evidence syntheses are often used to inform decisions that 
affect people’s lives

Evidence synthesists favour accuracy over efficiency

Highly sensitive searches are required to avoid selection bias

Highly accurate quality assurance processes are required to 
avoid human error



Impact of these 
priorities

• An inefficient, resource-intensive 
process has evolved that produces 
reliable, but expensive and time 
consuming, reviews

• We cannot keep pace with the deluge 
of new research being published

• E.g. in the Cochrane Reviews published 
March 2014, > 163k citations were 
screened; 6,599 full text reports were 
read; and 703 studies were included

• That’s about 2 million records per year



This means

• Only a fraction of available 
studies are included in 
evidence syntheses

• Evidence synthesis does not 
cover all questions/ domains 
comprehensively

• We don’t even know when 
reviews *need* to be updated



Are there AI tools we can use?
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Are there AI tools we can use?
There are a lot of AI-based evidence synthesis tools!

‒ Can we use them?

‒ Should we use them?

‒ And are we already being out-
evolved if we’re not using AI?

‒ Important to understand a bit 
about how automation tools work 
to make good decisions about 
using them

Image generated with the help of Microsoft Copilot



Four machine learning / 
automation paradigms

‒ Rules-based approaches

‒ (strictly speaking, not machine learning)

‒ Unsupervised approaches

‒ Supervised approaches

‒ Generative approaches (‘Gen AI’)

‒ Covering in terms of technology not purpose, 
so we can consider their strengths and 
weaknesses more easily



Rules-based 
approaches

For example

Look up a 
simple set of 

words

Use of 
synonyms

If a given 
phrase is 

present, apply 
a given code

Many citation 
duplicate-
checking 

algorithms

As you might guess… a set of 
rules is constructed by humans 

and given to the machine



Rules can 
be 
accurate… 
but fragile

If you stick within the rules, 
you get the anticipated 
results

If you stray outside – even a 
little bit – the rule can fail 
altogether

No grey area – it works, or 
completely fails



Unsupervised 
approaches

‒ The machine is given no rules…

‒ And simply identifies patterns in the 
data

‒ E.g.

‒ Relationships between words

‒ Clustering documents



• Unsupervised approaches can help you 

explore patterns in your data

• Attractive visualisations are possible



Unsupervised 
approaches 
lack control

Very powerful – can reveal 
relationships in the data which 
are not necessarily obvious

Very efficient – data often need 
no preparation

But… you don’t get to tell the 
machine which classifications 
to make



Supervised 
approaches

Humans prepare ‘training’ data – 
containing data + labels which 
describe the desired classification

For example

Image 
recognition

Text 
classification



Good 
supervision 
is 
required…

Very dependent on quality 
and coverage of training 
data

Performance very 
dependent on context

For example…



Example of study 
classification: 
RCT Classifier

• A classifier was built using more than 
280,000 records from Cochrane Crowd

• It is ‘simply’ applying single classification 
(RCT / not RCT)

• It has been calibrated to achieve a recall = 
99% on the McMaster ‘Hedges’ dataset

oCalibration = ranking the ‘test’ dataset 
by score

oBUT precision is low

• It is very accurate!

oBut not all supervised learning can be 
so accurate, as lots of high-quality 
training data are needed



Generative approaches

ChatGPT (or other LLM 
chatbot)

LLM-based database 
querying and summarisation

LLM-based information 
extraction



Building a GenAI chatbot

Pretraining 

(unsupervised ML))

Fine-tuning

(supervised ML)

RLHF

(supervised ML)

‘Naïve’ model

Cannot ‘chat’; next-

word prediction only

Model can now 

‘chat’ and answer 

questions

Model produces 

‘better’ and less 

toxic answers



Generative LLM operation

Tokeniser DecoderInput Output



Generative LLM operation

Tokeniser DecoderInput Output

There’s
no

a

more

always

sometimes
…

Model chooses a 

word from a list of 

possible words. 

The way it does 

this can be 
tweaked



Generative LLM operation

Tokeniser DecoderInput Output

There’s no
way

chance

place

possibility

…

The selected word 

is added to the 

input



Generative LLM operation

Tokeniser DecoderInput Output

There’s no place
for

like

called

near

…



Generative LLM operation

Tokeniser DecoderInput Output

There’s no place like home

this

that

…



Generative LLM operation

Tokeniser DecoderInput Output

There’s no place like home

this

that

…

Important to bear in mind that the system does not plan ahead

…and at no point does it check the accuracy of what is ‘said’



Generative LLM operation

Tokeniser DecoderInput Output

Read this abstract 

and say whether it is 

about topic y

Abstract…

Is it about topic y?

Yes

No

Maybe

It

…

Instead of the prompt containing ‘”There’s no place like…” it could contain a 

question about a passage of text that is also in the prompt



A major contrast 
with supervised 
machine learning:

‘zero shot’ or ‘in 
context’ learning

Image generated with the help of Microsoft Copilot



Why zero-shot learning is a gamechanger
Development and evaluation of the Cochrane RCT Classifier

(Using conventional supervised machine learning)

Conventional machine 

learning model trained 

on 280,000 records 

from Cochrane Crowd

Model was calibrated 

to achieve 99% recall 

on a second 

(‘Hedges’) dataset 

(~50,000 records)

Model was validated 

on 92,000 studies 

included in Cochrane 

intervention reviews

Model was deployed 

for live use in 

Cochrane review 

workflows



Why zero-shot learning is a gamechanger
Development and evaluation of the Cochrane RCT Classifier

Conventional machine 

learning model trained 

on 280,000 records 

from Cochrane Crowd

Model was calibrated 

to achieve 99% recall 

on a second 

(‘Hedges’) dataset 

(~50,000 records)

Model was validated 

on 92,000 studies 

included in Cochrane 

intervention reviews

Model was deployed 

for live use in 

Cochrane review 

workflows

With the new AI tools there’s no need to create 

(expensive / hard to find) training data



Why zero-shot learning is a gamechanger
Development and evaluation of a classification task using a language model

They check they work 

on their data
The language model 

can then apply the 

prompts to the 

remaining data

Instead, a human writes some 

prompts for a large language model 

in their normal language



Data 
(information) 
extraction

‒ Earlier language models lacked 
precision & limited context 
‘window’

‒ Newer models have larger 
windows and offer impressive 
early results

‒ E.g. Claude2, published by 
Anthropic









‒ As an experiment, we mapped the literature on AI and equity – using AI
‒ 36,546 records identified through conventional searches
‒ 11,467 records included in the map
‒ GPT4o used for screening and mapping
‒ Took a few days to screen & code
‒ Cost about £100 in OpenAI API fees (less than it used to!) to do > 50 

days of human work

‒ Evaluation found:
‒ Sensitivity 100%; specificity 93% (screening)
‒ Classification of records: 90% no errors; 6% minor errors; 4% major 

errors



Sounds amazing,
but…

‒ Concerns about bias
‒ Appropriation of content for 

training without permission
‒ Environmental impact
‒ Lack of transparency
‒ Currently a lack of an 

evidence base
‒ A great deal of hype (and 

money) means claims are 
currently running ahead of 
capabilities



In summary

Rule-based Unsupervised Supervised Generative

• Not fashionable

• Potentially powerful
• Very demanding in time
• Rules can be fragile

• Very little time effort 

required to create rules or 
training data

• No control over 

classifications

• Makes use of data created 

for other purposes
• Does not break as easily 

as rule-based approaches

• Can predict specific 
classification terms (unlike 

unsupervised)
• Can require large 

quantities of training data 

which may be unavailable 
/ uneconomic to create

• Considered current ‘state 

of the art’
• Huge research focus
• Sometimes beats simpler 

models (though 
sometimes only 

marginally)
• Concerns about bias and 

other negative outcomes



Understanding their architectures 

is critical for understanding the 

strengths and limitations of these 

new tools

• ChatBot

• ‘Semantic’ search

• Retrieval Augmented 

Generation (RAG)





Strengths and limitations: chatbot

‒ Can be asked questions in standard prose

‒ Can provide accurate answers quickly

‒ But

‒ Frequency biased

‒ ‘Hallucinate’

‒ Sounds confident, but is often wrong



‘Semantic search’

user

LLM

vector representations of documents 

are stored in the database

user queries are translated into vectors; 

the ‘closest’ records to that query are 

located and returned to the user



Strengths and limitations: vector 
indexes

‒ Can provide more semantically powerful searches

‒ Less ‘fragile’ than a Boolean search (and not 
necessary to know all relevant terms in advance)

‒ BUT

‒ Dependent on the right documents being available for 
indexing

‒ Dependent on the query being sufficiently ‘similar’ to 
the documents being retrieved

‒ Little in the way of an evidence base to support their 
use in evidence synthesis



Retrieval Augmented Generation

User queries are translated into vectors; the ‘closest’ chunks of documents to that query are located; the 

LLM then generates an answer to the user’s query, based on the chunks of text returned

Documents are broken up into ‘chunks’, and vector 

representations of each chunk is are stored in the database

user

LLM



Strengths and limitations: retrieval 
augmented generation

‒ Can provide a powerful interactive experience 
where users can ‘chat’ to their documents using 
standard prose

‒ BUT

‒ Has many of the limitations of BOTH chatbots 
and vector indexes:

‒ Can hallucinate

‒ Requires good translation from query to 
retrieval AND question to the LLM

‒ What if all the relevant documents are not 
retrieved?

‒ What if irrelevant documents are retrieved?



Important 
questions 
to ask of 
LLM-based 
evidence 
synthesis 
tools

‒ For chatbots:

‒ Can I verify its accuracy?

‒ (Does it matter if not?)

‒ For search tools:

‒ Are the records I need indexed?

‒ How can I check that its retrieved 
everything it should?

‒ For ‘RAG’-based approaches:

‒ Are the right documents indexed?

‒ Are the right documents retrieved?

‒ Are incorrect documents avoided?

‒ If present, does the summariser check that 
the research is reliable / that combining 
them is a valid thing to do?



Now it’s your 
turn!

Try out some tools



Try the Carrot2 

workbench

https://search.carrot2.

org/#/workbench

https://search.carrot2.org/
https://search.carrot2.org/


Try Undermind.AI

https://app.undermind.ai/

https://app.undermind.ai/


Try the Ai2 paper finder 

and synthesis tool

https://paperfinder.allen.

ai/chat

https://paperfinder.allen.ai/chat
https://paperfinder.allen.ai/chat


Try Elicit

https://elicit.com/

https://elicit.com/


Try out one or more tools

‒ Unsupervised machine learning
‒ Carrot2 Workbench 

‒ Generative machine learning
‒ Ai2 paper finder and synthesis tools
‒ Undermind.AI
‒ Elicit
‒ RobotReviewer

‒ One of the tools for search strategy development

‒ Ask yourself
‒ Is it clear how the tool works?
‒ Can I tell whether it can find all the material that is relevant to my 

query?
‒ How much do I trust its output?

https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3677



https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3677



Now it’s your 
turn!

Discussion



Conclusions

‒ More research is needed?



We were asked to 
write some 
guidance…

‒ … about which tool to use, and 
when

‒ But found we couldn’t!

‒ The evidence base on which to 
base our advice was very limited

‒ AI tools were being developed 
that were not engineered to be 
fit-for-purpose

We’re going to write 

guidance on using AI in 

evidence synthesis

That’s great! There’s an 

evidence base that can 

inform this, right?

Right…?



Vision: RAISE guidance for the responsible 
use of AI in evidence synthesis

‒ A draft of the guidance and 
recommendations is now online for 
consultation

‒ Our vision is for it to be a ‘living’ set of 
guidelines, that is updated through 
community input and helps to define roles & 
responsibilities within the ecosystem

‒ Should the ecosystem develop in this well-
organized way, we hope to see the 
development of AI tools that adhere to the 
principles of research integrity, and so 
enable evidence accessibility in equitable 
and rigorous ways



Roles-based 
ecosystem
‒ We need to support the wider 

adoption of AI to overcome the 
increasing burden of doing timely 
and cost-effective evidence 
synthesis

‒ We need cross-field standards to 
support the development of 
appropriate and responsible AI

‒ We anticipate an ecosystem made 
up of individuals, collaborations, and 
organisations which each have a 
role to play in developing and using 
AI in a responsible way

‒ (one person / organisation may play 
multiple roles)



How you can get involved (1)

‒ The link : https://osf.io/fwaud/
‒ Timetable for development

‒ A new version will be published in the 
next few weeks

‒ Three documents:
‒ Roles-based recommendations for 

practice
‒ Guidance on building and evaluating AI 

tools
‒ Guidance on selecting and using AI tools

‒ Do take a look and let us know what you 
think!

https://osf.io/fwaud/


How you can get 
involved (2): ‘Studies 
Within A Review’ 
(SWARs)

‒ More consistency in methods, tasks and 
questions

‒ Enabling cumulation across studies 
(which may be small-N)

‒ Invitation to join a ‘living’ SWAR 
evaluating the use of LLMs for title & 
abstract / full text screening

‒ https://osf.io/g7mkb/ 

Devane D, Burke NN, Treweek S, Clarke M, Thomas J, Booth A, Tricco AC, Saif-Ur-Rahman KM 
(2022) Study within a review (SWAR). J Evid Based Med; 15: 328-332 https://doi.org/10.1111/jebm.12505

https://doi.org/10.1111/jebm.12505


How you can get 
involved (3)

https://evidencesynthesis.atlassian.net/

wiki/spaces/ESE/overview 

https://evidencesynthesis.atlassian.net/wiki/spaces/ESE/overview
https://evidencesynthesis.atlassian.net/wiki/spaces/ESE/overview


Summing up

• There are some great tools that may soon be 
ready for use

• But promise of GenAI will remain a promise 
until we have a good evidence base

• We need lots of rigorous evaluation before we 
can see the promise realized

• We need to increase our ‘AI literacy’ across the 
field to understand when and how to use (and 
not use) this new generation of tools



Thank you

James Thomas
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