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Outline

• The robots are coming here

• We need to be ready to 
benefit

• We need to maintain 
standards

• Guidance development

Picture generated by JT using DALL-E)







‒ Elicit can be used in ‘high 
accuracy mode’ for 
systematic reviews and 
meta-analyses

‒ Apparently the error rate is 
reduced by 8% compared 
with… something else

‒ Published evaluations by 
developers of new tools 
are poor to non-existent



What does this 
mean for the 
systematic review 
field?

• Automation in systematic reviewing is 
coming fast

• It may be hugely disruptive – possibly akin 
to the impact of systematic reviews on EBM 
/ evidence informed policy

• There is a danger that established 
standards for evidence synthesis are 
compromised / left behind

• Either because we fail to adapt

• Or because we allow good evidence 
synthesis to be displaced by less 
rigorous (but cheaper) approaches
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When can we use 
this new 
technology?

Flowchart devised by Aleksandr Tiulkanov, 

AI and Data Policy Lawyer, January 2023



Process for developing guidance and recommendations for 
responsible use of AI in systematic reviews

• ICASR, Cochrane, Campbell, JBI + others involved

• If you want to get involved please register here

• https://forms.office.com/e/Dg2vwD8agf

• Draft timeline

• July – draft open for feedback and input

• September – special session at Global Evidence 
Summit

• September – December – further rounds of 
feedback & revision

• December – version 1.0 available online

• Mid-2025 – update (if necessary)

https://forms.office.com/e/Dg2vwD8agf


Research 
integrity

• Considering how accepted principles of 
research integrity apply can be helpful

• Rigour

• Honesty

• Transparency and open communication

• Care and respect

• Accountability



Rigour

• The use of an AI tool in a systematic 
review must be clearly justified by good 
evidence

• Rigorous and valid evaluation is key

• Are findings replicable?

• Prevent contamination between training 
and testing datasets is vital

• We need to build a cumulative evidence 
base – hence, Studies Within a Review 
(SWAR)



Development pipeline to justify the use of the 
Cochrane RCT Classifier

Conventional machine 

learning model trained 

on 280,000 records 

from Cochrane Crowd

Model was calibrated 

to achieve 99% recall 

on a second 

(‘Hedges’) dataset 

(~50,000 records)

Model was validated 

on 92,000 studies 

included in Cochrane 

intervention reviews

Model was deployed 

for live use in 

Cochrane review 

workflows



Being rigorous in development and testing
Development and evaluation of a classification task using a language model

Prompt testing with a 

*different* dataset
The language model 

can then apply the 

prompts to the 

remaining data

Prompt development 

with development 

dataset



Being rigorous in development and testing
Development and evaluation of a classification task using a language model

Prompt testing with a 

*different* dataset
The language model 

can then apply the 

prompts to the 

remaining data

Prompt development 

with development 

dataset

Critical to avoid contamination 

between development and testing!



Rigour

• The use of an AI tool in a systematic 
review must be clearly justified by good 
evidence

• Rigorous and valid evaluation is key

• Are findings replicable?

• Deterministic vs non-deterministic / 
probabilistic algorithms

• Avoiding contamination between training 
and testing datasets is vital

• We need to build a cumulative evidence 
base – hence, Studies Within a Review 
(SWAR)



Honesty

• Honesty about tool performance

• Honesty about making claims in 
advance of using a tool (e.g. when 
bidding for work)

• Honesty about evaluation – no 
sneaky tests of language model 
prompts outside a proper evaluation 
framework ☺ (or at least, no 
contamination of data)



Care and 
respect

• Language models are 
known to be biased

• Some development 
processes remove the most 
obvious and objectionable 
output (usually)

• But biases remain

• We need to be very careful 
before trusting that it will not 
generate bias even in a 
systematic review context



Transparency and open 
communication

• How does the tool work?

• How can I replicate / confirm your results?

• Honesty about conflicts of interest

• In evaluation methods



Accountability

• Review authors are responsible for the 
selection and use of an AI tool (it cannot 
be accountable for anything)

• We shouldn’t take on trust marketing 
materials that promote specific tools

• Important reviewers understand (at least 
up to a point) how a tool works, so they 
can gauge its risk in their review



Recommendations for

• Systematic reviewers

• Tool developers

• Systematic review 
organisations



Questions and 
discussion

What do you think should be in the 
guidance?



Research 
integrity

• What would you like guidance on in terms of 
using AI in systematic reviews?

• Rigour

• Honesty

• Transparency and open communication

• Care and respect

• Accountability
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