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Aims and objectives

• AIM: outline the potential for using AI/ 
machine learning to make systematic 
reviewing HTAs more efficient

• OBJECTIVES:

– How some of these technologies – especially 
machine learning - works

– Demonstrate / discuss some current tools

– Discuss future directions of travel



Outline
• Introduction and background (James 15 mins)

• Practical sessions:
– Developing search strategies (Claire 30 mins)

– Machine learning (James 30 mins)

– BREAK

– A bit more machine learning / trying tools out (15 
mins)

– Crowdsourcing + S4M + surveillance (Anna 30 mins)

• Discussion / practical (All 30 mins)

• http://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3677

http://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3677


Discussion

https://www.mentimeter.com/app

24 45 92

https://www.mentimeter.com/app


Context: systematic reviews and HTAs

• Demanding context

• Need to be correct

• Need to be seen to be correct

• Demand very high recall (over precision)

• At odds with much information retrieval 

work



Automation in systematic reviews 

HTAs – what can be done?

– Study identification:
• Citation screening

• RCT classifier

– Mapping research activity

– Data extraction
• Risk of Bias assessment

• Other study characteristics

• Extraction of statistical data

– (Synthesis and conclusions)

Increasing 

interest and 

evaluation 

activity



Looking to the future…
The future is already here — it's just not 

very evenly distributed. William Gibson

• A lot of behind the scenes 
development has been taking 
place

• Niche tools and technologies 
will become more mainstream

• The future will continue to be 
unevenly distributed
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Applications:

• Increase precision

• Increase sensitivity

• Aid translation across 

databases

• “Objective” search strategies

• Integrated search and screen 

systems

Purpose: to explore linkages or 

words in text or controlled 

vocabulary

Assisting search 

development



Sample of 

citations Output

Citation elements 

(title, abstract, 

controlled 

vocabulary, body of 

text, etc) 



Citation elements 

(title, abstract, 

controlled 

vocabulary, body of 

text, etc) 

1 2 3
Sample of 

citations Analysis

Text analysis

Term extraction and 

automatic clustering

Counting words, 

phrases or nearby 

terms

Statistical relations 

between terms

Statistical and 

linguistic analysis

Humans assess 
relevance and 

impact to search. 

Output

Word or 

phrase lists

- TD*IDF

- Termine

- Automatic 

clustering

- Generic tools

- Database 

specific 

(PubMed) tools

Visualisations



From: voyant-tools.org



2. Enter 

term: 

health*

3. Choose 

word 

distance of 

collocates

1. 

Choose 

collocat

es tool

4. 

Count

5. Other tools 

available from 

menu (term 

grid, Cirrus 

word clouds 

etc.

6. Hover here 

for home icon 

to start a new 

analysis 



Using Bibexcel to 

count the number of 

abstracts a word 

occurs in

Other tools that have useful functionality include for text analysis…

Using Endnote’s 

Subject 

Bibliography to 

generate a list of 

keywords



Systematic Review 

accelerator – Word-frequency 

analysis

Displays word/phrase 

occurrence per abstract

Sign-up required



Text view: 

applying 

Termine to 

338 studies 

of public 

health 

interventions 

in  

community 

pharmacies

From NacTeM

http://www.nact

em.ac.uk/softwa

re/termine/cgi-

bin/termine_cval

ue.cgi



Table view: Applying 

Termine to 338 studies 

of public health 

interventions in  

community pharmacies 

From NacTeM

http://www.nact

em.ac.uk/softwa

re/termine/cgi-

bin/termine_cval

ue.cgi



Clustering and visualisation
Cirrus word clouds

Terms Berry

Topic Modelling



Using Lingo3G to map 

338 studies of public
health interventions in 

community pharmacies, 

(Interface: EPPI-Reviewer 

4)

Lingo3G groups 

sets of citations and 

assigns labels

Citations within 

each cluster can be 

browsed 

Clustering and visualisation



Overviewdocs

Interactive word cloud linked to browsing 

citations

Examples – import csv files 

Sign-up and storage of files



Search refiner
Sign up required

- Visual checking of 

search elements,

- Comparison with test 

citations
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How do machine 

learning tools 

work? And to 

what end?



Three machine learning / 

automation paradigms

• Rules-based approaches
– (strictly speaking, not machine learning)

• Unsupervised approaches

• Supervised approaches

• Covering in terms of technology not purpose, 
so we can consider their strengths and 
weaknesses more easily



Rules-based approaches

• As you might guess… a set of rules is 

constructed by humans and given to the 

machine

• For example

– Look up a simple set of words

– Use of synonyms

– If a given phrase is present, apply a given 

code



PARTICIPANTS: 

Women between 12 and 24 weeks' 

gestation who smoked ≥ 10 cigarettes a 

day before and ≥ 5 during pregnancy, with 

an exhaled carbon monoxide (CO) reading 

of ≥ 8 parts per million (p.p.m.).

PARTICIPANTS: 

789 pregnant smokers, aged 16-50 years 

and at 10-24 weeks' gestation, who 

smoked at least one cigarette daily and 

were prepared to quit smoking one week 

after enrollment

PARTICIPANTS: 

Women between 10 and 24 weeks' 

gestation smoking five or more cigarettes a 

day before pregnancy and one or more 

during pregnancy.



Rules can be accurate… but fragile

• If you stick within the rules, you get the 

anticipated results

• If you stray outside – even a little bit – the 

rule can fail altogether

• No grey area – it works, or completely fails



Rules are not fashionable!



Unsupervised approaches

• The machine is given no rules…

• And simply identifies patterns in the data

• E.g.

– Relationships between words

• https://projector.tensorflow.org/

– Clustering documents

• LDAVis

• Carrot2 Search

https://projector.tensorflow.org/








Map of research of public health 

interventions in community pharmacies 

N=338  - titles/abstracts (minimum 

occurrence of term =10



Unsupervised approaches lack control

• Very powerful – can reveal relationships in 

the data which are not necessarily obvious

• Very efficient – data often need no 

preparation

• But… you don’t get to tell the machine 

which classifications to make



Supervised approaches

• Humans prepare ‘training’ data –

containing data + labels which describe 

the desired classification

• E.g.

– Image recognition

– Text classification





This approach has many advantages over 

rules-based approaches:

• Data can be generated much more 

efficiently – we don’t need to create 

detailed rules

• Data generated for other purposes can 

be reused

• The machine learning makes use of 

ALL the information in the abstract

• This helps the model to generalise 

better than rule-based approaches

• But can be a drawback…



Good supervision is required…

• Very dependent on quality and coverage 

of training data

• Performance very dependent on context

• For example…



This means that:

• ALL of the text in the document can be 

used to ‘learn’ the classifications

• This increases the model’s resilience to 

minor variations in wording that would 

break a rules-based system

• The disadvantage is that if you wanted 

to classify e.g. smoking cessation 

among young people, you’d need to 

ensure that the training data also 

covered young people – or performance 

would drop



Where can ‘supervision’ come from?

• (‘supervision’: aka ‘training data’)

• Training data always comes from people. 
It includes:

– data generated for other purposes (e.g. 
historic review data)

– Specifically created data

– Crowdsourced data



Example of supervised machine learning: the RCT 

Classifier

• An RCT classifier was built using more 

than 280,000 records from Cochrane 

Crowd

• It has been calibrated to achieve a recall of 

99% on the McMaster ‘Hedges’ dataset

• It’s very accurate!

• But not all supervised learning can be so 

accurate…

• It is ‘simply’ applying single classification 

(RCT / not RCT) and is built on lots of high 

quality data



Classification demo



Important questions to ask of any 

supervised machine learning 

system

• Where did the training data come from?

• Were there sufficient training data to build 
robust models?

• Were the training data biased in some way?

• How similar are the training data to my use 
scenario?



Tools

• Klasifiki [https://er5-alpha.ucl.ac.uk/klasifiki]

– username: guestK password: WorkShop9

• Citation screening (within reviews)

– Abstrackr

– EPPI-Reviewer

– Rayyan

– Swift ActiveScreener



Ranking search results

• Different technologies operating behind 

the scenes

• E.g.

– PubMed ‘similar articles’

– Microsoft Academic ‘related articles’

– Medline Ranker ‘ranked’ articles



In summary

Rule-based Unsupervised Supervised

• Not fashionable

• Potentially powerful

• Very demanding in 

time

• Rules can be fragile

• Very little time effort 

required to create 

rules or training data

• No control over 

classifications

• Can utilise lots of 

training data which 

can be generated 

efficiently

• Makes use of data 

created for other 

purposes

• Does not break as 

easily as rule-based 

approaches

• Can predict specific 

classification terms 

(unlike unsupervised)



Supporting 

citation 

screening

(if there’s time)



Citation screening

• Has received most R&D 
attention

• Diverse evidence base; 
difficult to compare 
evaluations

• ‘semi-automated’ 
approaches are the most 
common

• Possible reductions in 
workload in excess of 
30% (and up to 97%)

Summary of conclusions

• Screening prioritisation

• ‘safe to use’

• Machine as a ‘second screener’

• Use with care

• Automatic study exclusion

• Highly promising in many areas, 
but performance varies 
significantly depending on the 
domain of literature being 
screened



How the machine learns…

And it can work quite well…



Does it work? e.g. reviews from 
Cochrane Heart Group



Custom-build classifiers for update searches

Community Pharmacy map of public 

health interventions

21,555 citations from update search.

Classifier used for 61% reduction in 

screening titles and abstracts.

– 8,449 title and abstracts for 62 

includes

– 1,788 titles only for 7 includes

– Website searches for 12 includes

Challenges  

• Uncertainty – when to stop screening

• Managing the screening process

Less useful if

• Vocabulary changes over time

• Eligibility criteria is expanded
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Trusted evidence.
Informed decisions.
Better health.

Using crowdsourcing in health evidence 
synthesis: Cochrane Crowd

Anna Noel-Storr
18 June 2019



Crowdsourcing

The practice of obtaining needed services, ideas, or content by soliciting contributions 
from a large group of people and especially from the online community 

rather than from traditional employees or suppliers



Crowd creation
e.g. Threadless

4 types of crowdsourcing: 
crowd creation

Crowdsourcing



Crowd creation
e.g. Threadless

4 types of crowdsourcing: 
crowd creation, crowd wisdom

Crowdsourcing

Crowd wisdom
e.g. The SIM exchange



Crowd creation
e.g. Threadless

4 types of crowdsourcing: 
crowd creation, crowd wisdom, crowd funding

Crowdsourcing

Crowd wisdom
e.g. The SIM exchange

Crowd funding
e.g. Kickstarter



Crowd creation
e.g. Threadless

4 types of crowdsourcing: 
crowd creation, crowd wisdom, crowd funding, crowd voting

Crowdsourcing

Crowd voting
e.g. Zooniverse

Crowd wisdom
e.g. The SIM exchange

Crowd funding
e.g. Kickstarter



Crowd creation
e.g. Threadless

4 types of crowdsourcing: 
crowd creation, crowd wisdom, crowd funding, crowd voting

Crowdsourcing

Crowd voting
e.g. Zooniverse

Crowd wisdom
e.g. The SIM exchange

Crowd funding
e.g. Kickstarter



What is Cochrane Crowd?

A platform that hosts tasks that help produce high quality health evidence 
using crowdsourcing

crowd.cochrane.org

taskexchange.cochrane.org


Cochrane Crowd

Cochrane Crowd: http://crowd.cochrane.org



Cochrane Crowd

Cochrane Crowd: http://crowd.cochrane.org

Contributors complete 
classification tasks



Cochrane Crowd

Cochrane Crowd: http://crowd.cochrane.org

Identifying health evidence

Describing health evidence



Classifying or categorising

Is the record describing a 
randomised controlled 
trial (RCT)?

Yes

No

Unsure



Ensuring accuracy

Each task is supported by 
brief, interactive training



Ensuring accuracy

Each task is supported by 
brief, interactive training

The training is made up      
of practice records and 
commentary

This helps to ensure 
individual accuracy



Ensuring accuracy

No record is just 
looked at once. Most 
records need 4 
agreements for it to 
either be deemed an 
RCT or not.

RCT

RCT

RCT

RCT

This helps to ensure 
collective accuracy



TP       

457 
FP        

58

FN       

4

TN     

5522

Cochrane 
Crowd

Info specialist and 
methodologist 

TP
100       

FP 
22       

FN
20       

TN 
978    

TP       

8191
FP        

77

FN       

17
TN     

5823

Cochrane 
Crowd

Cochrane 
Crowd

Info specialist and 
methodologist 

Info specialist

RCT Identification DTA Identification CTgov Identification

Sensitivity: 99.1% Specificity: 99% Sensitivity: 83% Specificity: 97% Sensitivity: 99.7% Specificity: 98.6%

With the right agreement algorithm in place very high collective accuracy is possible.  

Ensuring accuracy



Implementation

At the individual 
review level with 

a workflow called 
Screen4Me



Implementation: Screen4Me

Known 
assessments

RCT 
classifier

Cochrane 
Crowd

A results screening workflow that uses…



Screen4Me: what is it?

Known assessments
The records that have already been 

through Cochrane Crowd

To date, over 500,000 bibliographic 
records have been through Cochrane 
Crowd



Screen4Me: what is it?

42,500 RCTs

Known assessments
The records that have already been 

through Cochrane Crowd



Screen4Me: what is it?

42,500 RCTs 465,000 Rejects

Known assessments
The records that have already been 

through Cochrane Crowd
The records that have already been 

through Cochrane Crowd



Screen4Me: what is it?

Known assessments

0

500

1000

1500

2000

2500

3000

3500

4000

1 2 3 4 5 6 7 8 9 10 11

In a month’s worth of updated reviews, the results identified in Embase searches for 
those updates had already been screened by the Crowd: 62%-98%



Screen4Me: what is it?

Known assessments

Making better use of known assessments 
could really help to reduce some 

duplication of effort.

Over 90% of Cochrane reviews currently 
include only RCTs.



Screen4Me: what is it?

RCT classifier
The classifier assigns records a likelihood 

score of it describing an RCT

The classifier was built using 
data (known assessments) 
generated by Cochrane 
Crowd.



Screen4Me: what is it?

Three main datasets have been involved in building and testing the RCT classifier.
The machine threshold will be set to achieve a 99% recall as requested by IRMG.

Cochrane 
Crowd data

‘Hedges’
data

Included 
studies

Training Calibrating Validating



Screen4Me: what is it?

Cochrane Crowd
Online platform: 

crowd.cochrane.org

13,500 sign-ups



Screen4Me: what is it?

Brining the three components together and enabling 

review teams to access them for their specific reviews

Known 
assessments

RCT 
classifier

Cochrane 
Crowd



Screen4Me: how will it work?

Searching                 

Importing                 

De-duping                 

Screen4Me

These processes done 
just as they usually are

Screen4Me is operated from within 
the CRS web, through folders. 



Screen4Me: workflow
Start: conduct usual 

review searches

Import 
results into 

CRS web

Looking only 
for RCTs?

No

Yes

Leave workflow



Screen4Me: workflow cont.

Known 
records?

YES

NO

Ok for RCT 
classifier?

NOManual 
screen



Screen4Me: workflow cont.

RCT classifier: 
not RCT?

YES

NO

Cochrane 
Crowd: not 

RCT?
NOManual 

screen
YES

99%

99%



Screen4Me

Not RCTs
Probable 
or possible 
RCTs

Estimated reduction in records for author teams to have to screen: 50-85%



Screen4Me: usage

Screen4Me has been live since April 2019

Used 80 times

150,000 records have gone through Screen4Me

Between 40-70% reduction in the records for authors to screen



Implementation

At the individual 
review level with 

a workflow called 
Screen4Me



Implementation

At the individual 
review level with 

a workflow called 
Screen4Me

At a ‘meta’ level 
through Cochrane’s 
Centralised Search 
Service



Centralised Search Service

PubMed
Embase

ClinicalTrials.gov

ICTRP

The centralised search service 
aims to make CENTRAL as 
comprehensive as possible for 
RCT evidence

CENTRAL



Enabling better surveillance

Moves us closer to a surveillance approach making it easier to find the evidence with far greater specificity but 
without compromising sensitivity



Time to find some RCTs!

Go to Cochrane Crowd: http://crowd.cochrane.org

Sign-up or login

Go to the task called: RCT ID

Click on the: Training records button, then the Start basic training



Super Screeners Speedy Screeners
Beatrice 

Joshua David 
Genevieve C. 

Martina 
Blanche 
Daniela 
Samuel 

Inga 
Alexandre

Joëlle
Caro

Elisabeth 
Maria 

Lisa 
Oliver 

Martina 
Eric 

Nina 
Alice 

Therese 

Isabelle 
Kaitlin 
Zahra 
Wichor
Nicole 
Shelley 
Leonard 
Janice Yu Chen 
Guus
Sandy 
Pernille Skou
Glyneva
Fiona Joan Laird 
Heather K 
Pablo 
Igor 
David 
Marli
Doris 
Latifa

How many records 
can we screen in 5 
minutes?

Ready. Steady. GO!



Trusted evidence.
Informed decisions.
Better health.

Thank you!



Risk

Skills
Reduce recall

Review 

types

Research registers

Opportunities

Efficiency

Topic 
modelling 
and 
mapping

Information 

Literacy
Processes

AcceptabilityTransparency

Availability

Which new approach(es) are you most likely to try out for 

yourself?

What are your concerns?

What do you think are the potential benefits?

What methods and processes will need to be developed to use 

these tools? 

Software



Thank you

EPPI-Centre
Social Science Research Unit
Institute of Education
University of London
18 Woburn Square
London WC1H 0NR

Tel +44 (0)20 7612 6397
Fax +44 (0)20 7612 6400
Email eppi@ioe.ac.uk
Web eppi.ioe.ac.uk/

The EPPI-Centre is part of the Social Science Research Unit at 

the UCL Institute of Education, University College London

EPPI-Centre website: http://eppi.ioe.ac.uk

Email 

j.thomas@ucl.ac.uk

anna.noel-storr@rdm.ox.ac.uk

c.stansfield@ucl.ac.uk

http://eppi.ioe.ac.uk/
mailto:j.thomas@ucl.ac.uk
mailto:anna.noel-storr@rdm.ox.ac.uk
mailto:c.stansfield@ucl.ac.uk

